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INTRODUCTION
The intensity levels reached in many third-generation synchrotron radiation experiments on
solids have been found to exceed the linear response range of the final detection system involved.
In electron spectroscopy, Seah and co-workers have previously discussed methods for detecting
such non-linearity, including measurements with laboratory x-ray sources [1].  As a particular
case involving synchrotron radiation, non-linearity has been noticed by several groups in using
the Gammadata/Scienta electron spectrometers, with this behavior extending even to fairly low
countrates [2-8].  For example, prior work on multi-atom resonant photoemission (MARPE) by
several groups was strongly affected by this particular non-linearity [3-6].  While data related to
the MARPE effect have been corrected for such non-linearities in prior publications [6b,7,8], we
have found that other measurements such as the quantitative analysis of complex oxides via core-
level intensities can be strongly influenced by this non-linearity, even when the exciting energy is
far away from any resonance [9].  Similarly, measurements of relative intensities in angle-
resolved valence spectra can also be significantly altered [10].  It is thus of interest to develop
accurate and broadly utilizable procedures for correcting for non-linearity with any detection
system.  Although we will use one spectrometer system as an example, the methodologies
discussed here should be useful for many other cases.

CORRECTION METHODOLOGIES AND EXPERIMENTAL RESULTS
In Figure 1(a), we show broad-range survey spectra from a Cu(110) sample, as excited by Al Kα
radiation with various power levels and detected by a Scienta SES200 spectrometer and its
standard microchannel-plate/phosphor/CCD detection system.  Since the high voltage was held
constant, this is verified experimentally to lead to x-ray flux being proportional to power [7].
The various spectra have been normalized to one another at the lowest-countrates, just above the
valence region.  If the detector were linear, all spectra should lie on top of one another, but it is
evident that they are not, with factors of up to 4x separating them in the higher intensity regions
at lower kinetic energy.

We now consider two methods for correcting for non-linearity in such spectra:
1. Measurement of flat-background reference intensity as a function of incident x-ray flux:  In the
most obvious method, a flat background region in a spectrum from a sample with a stable surface
can simply be measured as a function of incident x-ray flux, with non-linearity then being
reflected in any deviation of a plot of measured intensity vs. x-ray flux from a straight line [7].
One might term this a "partial yield" measurement of detector response.  This curve can then be
fit to a convenient polynomial function such that any non-linearity can be described finally via:



(1)

where Im = the measured countrate, It = the true countrate, Ix = the incident x-ray flux, the bn  are
empirical expansion coefficients, and nmax is some maximum order chosen to adequately fit the
data (roughly 5 in one prior analysis [7]).  The coefficient b0 thus represents the dark current in
the absence of any excitation, and this will often be negligible, or at least can be simply subtracted
from all measurements.  The overall counting efficiency ε is now defined simply as

(2)

Actual measured spectra can now be generally written as vectors [Imi(Ei)] over different energies
Ei, and can be corrected to yield true spectra [Iti(Ei)] simply by dividing by ε, or

(3)

where the quantity δ(Imi) is defined by this equation.
Some measured vs. true countrates derived in this way are shown in Figure 1(c), and at

minimum a significant quadratic correction term is evident.  This procedure has been used in a
prior analysis of detector non-linearity by Kay and co-workers [7,8], and it is found to yield
excellent correction for such effects in the Scienta system, including the MARPE data discussed
previously.

2. Analysis of broad-scan survey spectra at different incident x-ray fluxes:
Consider a set of N survey spectra Imi

j(Ix
j,Ej) measured on the same sample, with incident fluxes

j = 1, 2, … , N, as illustrated shown in Figure 1(a).  The intensities here span a range of
approximately 40x, thus sampling the detector response very fully.  We further assume that the
true countrate Iti

j (minus dark current as needed) for a given flux Ix
j, and energy Ei, can be

expressed via a simple proportionality to flux, and that the true spectra can also be described by
another power series in the measured spectra, as

(4)

where I0(Ei) = the true spectral shape in energy, j = 1, 2, …, N; i = 1, 2, …, M = no. of channels
in energy, and P is the maximum order of the polynomial needed to adequately describe the data
(roughly 9 as a conservative number).  Further assuming that the detector is linear at very low
count rates such that, and then substituting for Iti

1 and rearranging, permits expressing the data for
all N spectra as:

(5)

In matrix form, B is an (N – 1)•M long column vector, M an (N – 1)•M by (P – 1) matrix, and A a
(P – 1) long column vector.  Eq. (5) is an over-determined system of linear equations and can be
solved for the maximum likelihood ai's in A by finding the minimum of |B – MA|2, i.e. by solving
for 0 = ∇A|B–MA|2 = 2MTM –2MTB (superscript T = transpose).  The polynomial coefficients
in can by obtained by a standard "LU" decomposition [11] or simply by matrix inversion:

A = (MTM)–1MTB. (6)
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where ( )TM M  is a small ( )1P −  by ( )1P −  matrix. For better numerical precision in the matrix
inversion, the measured counts should vary from 0 to 1, which can be achieved by trivial
normalization.

Some results obtained with both methods are shown in Figure 1(d), where the true counts are
plotted as a function of measured counts, and essentially identical results for the curve are found
from both methods.  Finally, in Figure 1(b), we show the same spectra as Figure 1(a), but with
the correction applied: it is clear that all normalized spectra for different fluxes coincide to a high
accuracy, thus permitting quantitative spectroscopy to be performed with this detector.

CONCLUSIONS
In summary, we have presented two distinct methods for correcting for non-linearity in detection
systems, and demonstrated their validity for the specific case of the Scienta SES 200
spectrometer.  Applications to this and other spectrometer systems for electrons and soft x-rays
should be possible.
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Figure 1.  (a) Survey spectra from a Cu(110) sample, obtained with AlKα excitation at various x-
ray powers and constant voltage, normalized to be equal at the lowest countrates near zero
binding energy. (b) Survey spectra for the four lowest power settings after non-linearity
correction. (c) Plot of true countrate vs. measured countrate, as derived from Method 1.
Countrates expressed in Hz per pixel in the CCD camera [7,8]. (d) Plot of measured countrate vs.
true countrate as derived from both Methods 1 and 2.
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INTRODUCTION 
 
Diluted magnetic semiconductors (DMS) consist of nonmagnetic semiconducting materials 
doped with a few atomic percent of impurity magnetic cations.  Magnetic coupling occurs by 
virtue of exchange interactions between the magnetic spins and free carriers in the 
semiconductor.  The interaction can occur via p-d or d-d exchange, and can lead to 
antiferromagnetic or ferromagnetic coupling, depending on the concentration and the local 
structural environment of the magnetic impurity.  DMS materials grown as thin epitaxial films 
can be used as spin injectors for semiconductor heterostructures, provided they are 
ferromagnetic.   
 
Virtually all conventional DMS materials exhibit Curie temperatures of ~100K or less and must 
be p-type, which means that the exchange interaction leading to ferromagnetic behavior is hole 
mediated.  Most of the effort expended to date on understanding the crystal growth and 
properties of thin-film DMS materials has focused on Mn-doped II-VI, III-V, and Group IV 
semiconductors.1-4  Relatively little effort has gone into the investigation of “nontraditional” 
semiconductors, such as semiconducting oxides, to see if they are more robust magnetically.  
However, one such oxide - Co-doped TiO2 anatase (CoxTi1-xO2) - has recently been discovered 
to be the most magnetically robust DMS with regard to magnetic moment at saturation, 
coercivity, remanence, and Curie temperature.5  Indeed, it is one of the very few DMS materials 
demonstrated to exhibit ferromagnetic behavior above 300K.  In addition, it has been shown that 
the material can be grown epitaxially by both pulsed laser deposition (PLD)6 and oxygen plasma 
assisted molecular beam epitaxy (OPA-MBE)5 on SrTiO3(001) and LaAlO3(001).  However, the 
resulting magnetic properties differed considerably for the two growth methods, with 
significantly better properties exhibited by OPA-MBE grown material. 
 
In order to understand the mechanism of magnetism in this fascinating material, it is essential to 
know the charge state of the magnetic cation (Co), and the doping type.  We have utilized Co L-
edge x-ray absorption spectroscopy (XAS) at beamline 9.3.2 to determine the Co charge state. 
  
EXPERIMENT 
 

Epitaxial CoxTi1-xO2-x films of high structural quality were grown by OPA-MBE on 
LaAlO3(001)7 using a system at PNNL described in detail elsewhere.8  The resulting samples 
were then transferred through air to beamline 9.3.2 and XAS measurements were made in total 
electron yield mode at the Co L-edge, Ti L-edge, and O K-edge.  X-ray absorption near-edge 
spectra (XANES) were also recorded for several Co standards for comparison purposes.  No 
surface cleaning was done, as the distribution of Co has been shown to be strongly modified by 
post-growth annealing at the temperatures required to rid the surface of carbon, or remove 
sputter damage.   
 



 
RESULTS 
 
We show in Fig. 1 Co L-edge XAS data for three films with different Co mole fractions (x) (Fig. 
1a-c), and for standards containing Co in different oxidation states and local structural 
environments (Fig. 1d-g).  The CoTiO3 standard was a powder, CoO was a (001)-oriented bulk 
single crystal, γ-Co2O3 was a 100 nm thick (001)-oriented epitaxial film grown on MgO(001) at 
PNNL, and the Co metal standard was a polycrystalline film evaporated in situ in the XAS 
chamber.  Comparison of all film spectra with those for the standards reveals a good fit with both 
CoTiO3 and CoO, which both contain Co+2, but a very poor fit for both γ-Co2O3, which contains 
Co+3, and for Co metal.  The fit to CoTiO3 is better than that to CoO.  However, there is some 
similarity between the reference spectra for CoO and γ-Co2O3, particularly in the vicinity of the 
feature at 784 eV.  This result indicates that there may be some Co+3 in the CoO single crystal.  
The very high degree of similarity between the spectra for the Co-doped anatase films and the 
CoTiO3 standard establishes that Co in the former is in the +2 formal oxidation state.  
Interestingly, using the Co evaporation rate and oxygen plasma beam intensity we have used for 
the growth of CoxTi1-xO2-x result in the epitaxial growth of metastable γ-Co2O3 on MgO(001).  
Therefore, the anatase lattice stabilizes the formation of Co(II), even though the conditions 
would result in Co(III) formation if pure Co oxide were allowed to grow under comparable 

conditions. 
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Fig. 1  Co L-edge XAS for 20 nm thick films of epitaxial CoxTi1-xO2-x on LaAlO3(001): (a) x = 0.01, (b) x = 0.06, 
(c) x = 0.08.  Also shown are spectra for reference compounds containing Co in different formal oxidation states: 
(d) CoTiO3, (e) CoO, (f) γ-Co2O3, and (g) Co metal. 

 
SIGNIFICANCE 
 
Ion channeling measurements conducted at PNNL reveals that Co substitutes for Ti in the 
anatase lattice.  Furthermore, Hall effect measurements carried out at PNNL show that these 
films are n-type semiconductors as grown, despite the fact that no intentional n-type doping was 
carried out.  The origin of the n-type doping may have to do with the presence of H in the film, 



which has been detected by 19F nuclear reaction analysis at PNNL at a concentration that is of 
the same order of magnitude as that of the free carriers – 1019 to 1020 cm-3.  H may be the direct 
dopant, as occurs in n-ZnO.9  Alternatively, H2, which is present in the growth chamber at a very 
low partial pressure, may partially reduce lattice oxygen during growth to produce OH and a free 
donor electron according to the reaction O-2

(lattice) + (1/2)H2  OH-
(lattice)  + e-.   This 

phenomenon is currently under more detailed investigation.  
 
It thus appears that Co-doped anatase TiO2 is ferromagnetic by virtue of electron mediated 
exchange interaction between Co+2 cations that substitute for Ti+4 in the lattice.  In order to 
maintain charge neutrality, each substitutional Co+2 must be accompanied by an O-2 vacancy.  
However, such vacancies are uncharged and therefore do not contribute any donor electrons.  In 
fact, n-type semiconducting behavior and Co substitution are independent phenomena; some 
highly resistive films are nonmagnetic despite having several at. % Co.  Indeed, the 
magnetization depends as much on the free carrier concentration as on the presence of 
substitutional Co, as expected for a DMS. 
 
Significantly, virtually all other known DMS materials are ferromagnetic by virtue of hole 
mediated exchange interaction, which has been thought to be the stronger interaction.10 
Therefore, Co-doped TiO2 anatase is a highly unusual and potentially very important DMS in 
that it exhibits strong electron mediated exchange interaction at temperatures of at least 500K.  
No other known DMS exhibits these properties.   
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INTRODUCTION

Soft X-ray is well used as a means available to investigate the electron state of valence band in a
material, because the energy of soft X-ray is close to that of the valence band and strongly affects
the material in the electronic state. The soft X-ray absorption spectrum provides information on
the electron states between the absorbing atom and neighboring atom(s) in a material, in addition,
the researches by the soft X-ray absorption spectroscopy are extensively developed with the
increase of the number of the target atoms for the researches, because the elements absorbing the
soft X-ray include not only the light elements, but also the elements which can cause the L- and
M-shells excitation. So far, for solid samples, the soft X-ray absorption spectroscopy has been
utilized for the studies of developments for functional materials, the speciation of pollution
compounds, the mechanistic analysis of catalytic reactions and vital functions [1]. However, for
the soft X-ray absorption experiments for liquid samples, it has really been difficult to design the
liquid cell system which is able to measure the absorption spectra under atmospheric pressure. In
this paper, we report on a new liquid cell system for the soft X-ray absorption experiments
developed at ALS, and show the X-ray absorption near-edge structure (XANES) spectra for
aqueous Al salt solutions by the use of the cell system.

APPARATUS

The setup of the developed cell system is depicted in Figure 1. This cell system has been
installed in BL6.3.1, and has the vacuum system with two shutters to keep the pressure in the
path, ca. 10-7 Torr. The window attached the silicon nitride (Si3N4) membrane, which has 150 nm
in thickness and 1 mm square, is fixed on the end of the pressure path. A liquid sample is trapped
between two other Si3N4 membrane windows, on which the polystyrene microspheres (ca. 10
µm in diameter) are dropped in advance. The liquid sample trapped is fixed on the sample holder,
which is made of stainless steel and designed as the beam is transmitted by the sample liquid and
detected by the silicon photodiode under the optimal condition, and then it is put on the sample
stage. The end of the pressure path, sample stage, and detector are covered with the acryl case.

EXPERIMENTAL

Aluminum K-edge XANES spectra were collected by a transmission mode using the cell system for
aqueous solution samples and by a total electron yield method for powder samples pressed onto the
conductive carbon tape. The measured aluminum compounds were aluminum chloride (AlCl3),
aluminum nitrate nonahydrate (Al(NO3)3·9H2O), sodium aluminate, and aluminum
ethylenediaminetetraacetate (Al-EDTA) complex. The aqueous solution of Al-EDTA was



prepared by adding 0.5 M Al(NO3)3·9H2O aqueous solution (25 ml) to 0.5 M EDTA
tripotassium salt aqueous solution (25 ml) and finally adjusted to pH 4.5. The other solution
samples were high-concentrated aqueous solutions. Al-EDTA sodium salt dihydrate was
purchased from DOJINDO Laboratories. Data were collected from 1550 to 1620 eV at intervals
of 0.2 eV with the speed of 0.5 s a point. In the measurements, Helium gas was made to flow and
to fill in the acryl case, which was covered with a black cloth.

RESULTS

 The Al K-edge XANES spectra for the aqueous
solutions of AlCl3, Al(NO3)3·9H2O, sodium aluminate,
and Al-EDTA are shown in Figure 2 with those for their
powder samples. In the powder samples, all the peak
tops of the XANES spectra appear in almost similar
energy position. In the aqueous solution samples, on the
other hand, the peak tops of the XANES spectra of
AlCl3 and Al(NO3)3·9H2O are similar in the position to
those in their powder samples, while those of sodium
aluminate and Al-EDTA are different from those in their
powder samples, and shift to the low energy side. These
results indicate that the coordination numbers for AlCl3
and Al(NO3)3·9H2O little change between the powder
and aqueous solution samples, and those for sodium
aluminate and Al-EDTA show a change. In fact, by the
NMR study the coordination number of Al-EDTA has

Figure 1. Setup of the XAFS cell system of soft X-ray absorption spectral measurements for solution samples.

Figure 2. Al K-edge XANES spectra of powders
and aqueous solution of various Al compounds.
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been proposed to be six in powder and five in aqueous solution [2]. Accordingly, the peak
position of the XANES spectra for Al-EDTA can be related with the coordination number.
Furthermore, the relation between the peak position and coordination number would be also
applied for all aluminum compounds.

CONCLUSION

The new liquid cell system for the soft X-ray absorption experiments developed at ALS enables us
to record the spectra characteristic of chemical species in solution. For the XANES spectra of
aqueous aluminum salt solutions obtained by the liquid cell system, the change of the peak position
was related with the coordination structure, especially coordination number.
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INTRODUCTION
It has by now become obvious that the brightness of third-generation synchrotron

radiation sources often exceeds the capabilities of the end-station detector systems to adequately
handle the electron or photon fluxes resulting from a given experiment, thus preventing both the
fullest utilization of the radiation and the carrying out of certain new types of experiments
readily, if at all. Detector non-linearity is one problem that has been encountered [1], but there
are many other examples for which beamline or spectrometer throughput must be decreased to
prevent high countrate saturation, or the number of energy or angular channels that can be
counted simultaneously severely limits a given experiment [2]. In recognition of this, a national-
level initiative in detector development has been proposed by the multi-institutional
"DetectorSync" group [2].

As a first example of what can be accomplished with advanced detector technology, a
project to develop an ultrahigh-speed one-dimensional detector for electrons and vuv/x-ray
photons is underway at the ALS.

DESIGN PHILOSOPHY AND FIRST TEST RESULTS
This project takes advantage of unique expertise at LBNL for detector development in

high-energy and nuclear physics, and involves the custom design and fabrication of application-
specific integrated circuits (ASICs). The final goal is a 768-channel detector with 50 micron
spacing between channels and a maximum linear countrate per channel of over 2 megaherz. The
overall countrate will thus be in the 2 GHz range, and approximately 100 times faster than any
other present one-dimensional or two-dimensional detector, with significantly improved spatial
resolution as well compared to other existing detectors. First applications will be in electron
spectroscopy, but others in x-ray absorption and x-ray emission spectroscopy are expected to
follow.

A first prototype of this detector is shown in Fig. 1(a). Based on 12 pairs of 64-channel
ASICs (an existing high-energy preamplifier chip (SDC) and a specially-designed buffered
counter (DBC)), this detector has already demonstrated the ability to take spectra in a Scienta
electron spectrometer located at the ALS (Fig. 2(a)), to resolve channels with a FWHM of 75
microns (Fig. 2(b)), and to count linearly at up to 1.0 GHz overall (Fig. 2(c)) [3].



Based on this experience, a next-generation detector with significant improvements in all
elements from power supplies to ASICs to data acquisition is presently under development, with
an expected completion date of late 2002. This will use 6 pairs of 128-channel ASICs (a newer
high-energy preamplifier chip (CAFÉ-M) and a specially-designed buffer counter (BMC)), with
optical coupling between detector and control/counting electronics to minimize noise and
transients. The completion date for this project is estimated to be late 2002.

Figure 1--(a) Basic characteristics of the prototype GHz-rate detector developed as the first stage of this project,
together with a photo of the ceramic substrate with 12 preamp-plus-counter chipsets mounted on it. The
microchannel plates are not yet installed. (b) Basic characteristics of the next-generation detection now being
designed and fabricated, together with a layour of its 6 chipsets and an indication of its size.

CONCLUSIONS
A prototype one-dimensional electron and photon detector operating linearly up to the

GHz countrate level and with a resolution of 75 microns over 768 channels has been successfully
developed and tested. An improved version of this detector is under development, with the same
resolution and number of channels, but improved performance, programmability, and robustness
in general user environments relative to the prototype. The next-generation detector should find
use in several areas of synchrotron radiation research.
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ALS GHz-RATE DETECTOR PROJECT
� (a) Prototype:

� 768 channels (64 x 12 chip pairs)
� Operation in real ALS environment
� ∼ 75 micron spatial resolution
� 1 GHz overall linear countrate
� demonstration of principle

� (b) Next generation:
� 768 channels (128 x 6 chip pairs)
� ∼ 75 micron spatial resolution
� >2 GHz overall linear countrate
� spectral readout in as little as 60 µ

(time-resolved measurements)
� programmable thresholds, readout

format
� more robust in all respects
� size to fit current spectrometers

s
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Figure 2--Test data from the first prototype detector shown in Fig. 1(a). (a) Test spectra obtained with the detector
mounted in a Scienta SES 200 spectrometer at ALS beamline 9.3.2. (b) Spatial resolution determination via a
collimated electron beam source. Each channel is 50 microns. (c) Counting linearity per channel (ledt scale) and over
all channels (right scale) as determined with an electron gun.
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INTRODUCTION 
 
Cu metal and its oxides have recently attracted considerable attention for the study of the 
electronic structure of copper oxides based on the superconducting matters. The Cu L X-ray 
emission spectra of Cu metal and its oxides have been measured by many laboratories for 
studying the electronic structure of the valence bands and the effect of chemical bonding on the 
satellites structure of the main peak of Cu Lα1,2 X-ray emission using usual X-ray source [1,2] 
and synchrotron radiation [3-5]. The incident photon energy dependence was measured for Cu 
L2,3 satellites using synchrotron radiation [3-5]. Changes in the Cu L2,3 X-ray emission spectra 
with Cu metal and its oxides have been measured using electron excitation by Fischer [6]. He 
found that relative intensity Lβ1/Lα1,2 significantly depends on the incident electron energy and 
the target. The relative intensity Lβ1/Lα1,2 decreases with increase of excitation energy and it 
increases considerably for the oxides as compared to the metals.    
 
In the present experiment, we have measured excitation-energy-dependence of Cu L2,3 X-ray 
emission spectra of Cu, Cu2O and CuO using synchrotron radiation in order to study the effect 
of chemical bonding in the excitation and deexcitation processes of inner-shell electrons of Cu 
metal and its oxides.         
 
EXPERIMENT 
 
The Cu (99.99 %) foil sample and sintered Cu2O (99.9 %) and CuO (99.9 %) samples were 
commercially obtained. The spectral measurements in the Cu L region of these samples were 
performed at the beamline BL-8.0.1 for X-ray emission and fluorescence yield (FY) X-ray 
absorption measurements and at BL-6.3.1 for total-electron yield (TEY) X-ray absorption 
measurements.  
 
In order to determine the excitation energies, XA spectra were measured by total electron-yields 
measurements. The incident photon current was continuously monitored using a gold mesh in 



front on the sample to normalize the XE spectra.         
 
RESULTS AND DISCUSSION 
 
Cu L2,3 X-ray emission (XE) spectra of Cu, 
Cu2O and CuO spectra were measured at ten 
different excitation energies from 930~934 eV,  
at the L3 threshold energy, up to energies as 
high as 990 eV, above the L2 threshold energy. 
Figure 1 shows Cu L2,3 XE spectra normalized 
to the integrated photon flux, excited at specific 
energies. The spectra were measured at 
930~934 eV (L3 threshold), at 950~952 eV (L2 
threshold), and at 990 eV (above the L2 
threshold). The relative intensity Lβ1/Lα1,2 
significantly depends on the incident photon 
energy and the target. The intensity ratio for the 
Cu target is constant at any incident photon 
energy. On the other hand, those for the Cu2O 
and CuO targets are the highest at the L2 
threshold energy, decrease abruptly just after 
the L2 threshold energy, and then increase with 
the incident photon energy. This tendency is of 
interest from the view of the chemical effects 
on the excitation and deexcitation processes for 
inner-shell electrons.          
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Figure 1. Comparison in the Cu L x-ray 
emission spectra of Cu, Cu2O and CuO. 
Excitation energies are tuned at 
990eV (a), L2 (b) and L3 (c) thresholds. 
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We present an XPS study of thin oxide
layers grown by thermal oxidation of
germanium substrate at T = 380 ºC,
under   400 mTorr of dry air.   The
samples were mechanically then
chemically polished prior to the heat
treatments. Ge3d, O1s and C1s lines
were recorded after successive cycles
of ion etching at low Argon pressure.
The Ge3d spectra showed a shift of
the oxidized germanium peak from
33.2 eV   to 31.5eV binding energy
while the peak corresponding to the
non-oxidized germanium atoms of the
substrate remains fixed at 29.2eV. The
analysis of a GeO2 amorphous sample
showed no shift in the binding energy
of the Ge peaks.  The 31.5 eV binding
energy peak observed during the
analysis of the oxide layer grown on
germanium substrate was attributed to
the formation of a stable GeO phase
under argon bombardment. In
addition, the results showed the
emergence of a carbon peak of low
binding energy (Eb=282.3eV) at the
interface Ge/GeO2. This peak was
attributed to the formation of carbides
during the heat treatment.
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INTRODUCTION

Earlier experiments with the Soft X-ray Endstation for Environmental Research (SXEER) have
shown that pure liquid water consists of three different species of water molecules - symmetric
(SYM), acceptor asymmetric (A-ASYM), and donator asymmetric (D-ASYM) [1]. By
dissolving Potassium Chloride or Aluminum Chloride we introduce a fourth type of water
species - water molecules in the solvation shell of the dissolved ions. X-ray Absorption
Spectroscopy at the oxygen K-edge (O 1s XAS) gives the information of Oxygen p-character and
hence the local geometric arrangement around the probed oxygen atom. In this report we will
show some of the XAS spectra we have obtained at beamline 8.0.

O 1s XAS OF WATER WITH DISSOLVED KCl AND AlCl3

If we dissolve Potassium Chloride (KCl) into water, the water molecules will form a solvation
shell around each Potassium- and Chloride ion. These water molecules will have a different
electronic structure than a water molecule in the bulk water. We can actual say that we have a
fourth water species. Figure 1 is showing a XAS spectrum at the oxygen edge of water with
dissolved KCl. We can see changes in two energy ranges. The pre-edge at 535 eV has higher
intensity and has a shoulder at 534.3 eV. This is probably due to changes in the distribution of
D-ASYM water species in the bulk water. The higher intensity at 537.0 eV can be explained by
water molecules in the solvation shell of K+ ion. Preliminary calculations are supporting the
experimental data.

Comparing water dissolved KCl with water dissolved Aluminum Chloride (AlCl3) can give some
input to the interpretation. An O 1s XAS spectrum of water with dissolved AlCl3 is shown in
figure 2. As in dissolved KCl there is a shoulder at 534.3 eV. For water with dissolved AlCl3 the
shoulder is more distinct and indicates that the feature at 535 eV is a double peak. However, the
interpretation is the same as in the case of dissolved KCl - there are changes in the distribution of
D-ASYM water species in the bulk. At higher energy the O 1s XAS spectrum of water with
dissolved AlCl3 is showing higher intensity than pure water. If we compare the spectrum of
water dissolved AlCl3 with water dissolved KCl we can see that water dissolved AlCl3

 have
lower intensity at 537.0 eV and higher intensity at 540.5 eV. This can be explained by differences
in the electronic structure of water molecules in the solvation shell of trivalent ions from that of
monovalent ions. Preliminary calculations show that the fourth water species, water molecules in
the solvation shell of the Al3+ ion, is giving higher intensity in a different energy range than the
water molecules in the solvation shell of the K+ ion.
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Figure 1. Oxygen 1s XAS of water with dissolved
Potassium Chloride (KCl) compared to pure water.
The spectrum of water with dissolved KCl has a
shoulder at 534.3 eV. It is easier seen in figure 2.

Figure 2. Oxygen 1s XAS of water with dissolved
Aluminum Chloride (AlCl3) compared to water
with dissolved Potassium Chloride (KCl).

CONCLUSION

We have shown that O 1s XAS is sensitive enough to resolve the electronic structure of water
molecules in a solvation shell of an ion. As an example we have presented differences in the O 1s
XAS spectrum between pure liquid water, water with dissolved KCl and water with dissolved
AlCl3. The distribution of the D-ASYM water species in bulk water is changing when KCl or
AlCl3 is dissolved in the water. Further investigation will tell how the distribution is changed.
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INTRODUCTION 
 There are many potential applications of X-ray photoelectron emission microscopy (X-PEEM) to 
organic thin films, such as fundamental studies of phase separation [1], and applied studies of organic light 
emitting diodes, adhesion promoters [2] etc. In order to obtain meaningful results, it is important to understand 
the challenges of applying X-PEEM to organics, and to develop compensating data acquisition strategies. 
These challenges include: radiation damage, camera artifacts, Io determination, higher order radiation, 
charging, sample damage from field emission or discharges. 
 The photon flux at BL 7.3.1 ( >1012 photons/s at 500 eV in a 30x300 µm spot, with 1.9 GeV, 400 mA) 
is very high because there are only two optical elements and energy resolution is sacrificed for flux. The high 
flux, combined with a relatively inefficient electrostatic column (~5 % transmission at high spatial resolution 
– 12 µm aperture) and an inefficient camera, mean that ratio of detected signal to number of photons absorbed 
in the near surface region is very small. In order to perform useful chemical analysis, images of the region of 
interest must be recorded at a number of energies (in the C1s, N1s or O1s regions for organic samples) to form 
an image sequence which can be subsequently analysed to obtain point or region spectra, or chemical maps. 
Other problems occur because of limitations of the CCD camera - bad pixels; pixel-to-pixel variation in dark 
signal (leakage) and gain; as well as a slow data transfer rate (0.25s/image, no ability to transfer sub images). 
A further challenge is the uneven illumination  in the PEEM; in order to gain sensitivity we use reduced 
magnification. Typically the camera views 60x60 µm2 but only the central third of the image is illuminated. 
 In order to reduce the damage rate we work at much reduced flux, achieved by placing an aperture 
(formed by two independently adjustable elements, called ‘chopper’ and ‘mask’) in the beam before the 
monochromator. This reduces the energy resolution as well as the flux – at a chopper value of 15 the resolving 
power is only 100. Under typical low dose conditions we work with less than 10% of the dynamic range of the 
camera. Background and camera corrections are extremely challenging. It is essential to record Io spectra 
from a suitable reference surface, typically HF-etched silicon for organic thin film samples deposited on Si or 
Si3N4.  This is especially true in the C 1s region where there is a lot of structure in the Io spectrum. The Io 
signal must be measured under very similar conditions to those used to study the sample in order to ensure the 
same sensitivity, energy resolution and 
higher order content, (the latter two depend 
on the exact choice of chopper, windows, 
slits and filters used).  The PEEM 
sensitivity is very dependent on the sample-
objective lens distance, which changes 
every time a sample is re-positioned. 
 Charging can occur for any 
insulating sample, although it is often 
surprising the samples that can be studied 
by PEEM. We typically observe charging if 
a polymer sample is  too thick (> 75 nm), 
or too corrugated (> 15 nm  rms). In some 
cases a thin metal coating (<2-3 nm) can be 
evaporated to control charging. Charging 
results in dark spots on images, where the 
electrons are trapped by the surface charge 
potential, or in bright spots, where there is 
artificially enhanced emission by discharges or, at locations of high curvature, by enhanced detection 
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Fig. 1  Plots of C 1s NEXAFS of a 50 nm PMMA film on c-Si. 
Successive scans made on the same spot build up dose and damage. 
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probability due to stronger fields. While it is sometimes possible to record meaningful NEXAFS spectra from 
charging surfaces, more typically, charging results in large and variable sample or objective lens currents 
which lead to unstable operation, and, in extreme cases, macroscopic discharges that can damage samples, 
making dramatic dendritic patterns in organic layers, and exploding Si3N4 windows. In the following we 
describe a systematic study of a pure polymethylmethacrylate (PMMA) film in order to characterize its 
radiation damage rate, and thereby develop procedures to study heterogeneous samples containing PMMA in 
a meaningful fashion, despite these challenges. A detailed manual for operating X-PEEM and choosing 
parameters optimal for radiation sensitive samples is available at the beam line or from the authors [3]. 
 
EXPERIMENTAL 

  ~50 µl of a 1.0% w/w toluene 
solution of PMMA (Mw = 112.3 K, 
Mw/Mn = 1.09, Polymer Source Inc) was 
passed through a teflon filter to remove 
particulate impurities and dropped onto a 
spinning HF-etched Si chip at 4000 rpm. 
Spinning was continued for ~5 s. The film 
thickness was estimated to be ~40 nm 
from AFM at a scratch and the rms 
roughness was 6 nm The sample was not annealed.  
 The relationship of measured intensity to the various parameters controlling the signal is summarized in 
equation 1. A number of scale factors need to be determined but this qualitative formula may be useful for 
others using PEEM-2 for organic thin film studies. 
 

     S = G*t* [ I*σ*fesc*F*εPEEM – B]       (eqn 1a) 
 

where S = detected signal , G = camera gain (2,4,8),   t = time, 
σ = cross-section,  fesc = electron escape probability (integrated 
over inelastic scattering and angular effects),  F = work 
function, εPEEM = PEEM column efficiency  [α (magnification)* 
(aperture)2],   B = no-X-ray background,  and I is the flux (ph/s) 
on the sample, given by  
 

      I α  Iring*C *T                                (eqn 1b) 
 

where C, the chopper factor is (Cmax-C)/Cmax; and T, the Ti filter 
factor, is (Tmax-T)/Tmax. 
 
RESULTS AND DISCUSSION 

Fig. 1 shows a typical  sequence of spectra (without Io correction) recorded while  the sample was being 
damaged. The relative radiation damage rate for PMMA in the low dose regime was determined by recording 
successive image sequences on the same spot, using the instrumental parameters listed in table 1. Only 24 
energies in 283-295 eV range were used in order to track damage changes adequately. In general keeping the 
number of sampled energies to the minimum is a key step in making meaningful measurements of organics. 
The relative dose was obtained from the integrated spectral signal up to a given measurement, taking into 
account the dead time between images (~2 s). The relative damage was obtained from the increase in the area 
of the 285 eV π*C=C peak (growth of reduced sites in the backbone) and decrease in the area of the 288 eV 
π*C=O  peak (loss of acrylate groups). In addition to the measurements made at low dose, another series at 
much higher dose (5 or 10 s exposure at chopper 19) was performed. The two sets were matched in the 
overlapping region of the 285 eV and 288 eV damage curves. Finally the dose scale was expressed in terms of 
time equivalent at full flux in the carbon 1s region using the variation of signal strength with chopper setting 
to scale the times (Fig. 2).  

Property Value Property Value 
Mask 0.9 Dwell (s) 3 
Chopper 15 or 16 Camera gain normal, x8 
Al window #1 in PEEM aperture (µm) 50 
Al window #2 in Sample (kV) 18.0 
Exit slit in Objective (kV) 13.68 
Ti filter (150 nm) in Transfer (kV) 12.45 
Flash light  on   Intermediate 13.78 
Background (Hz) 50 Projection  0 

 
Fig. 2 Variation of flux on sample vs. chopper. 
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  Fig. 3 plots damage versus relative dose for PMMA as 
measured in the PEEM  As is typical in radiation damage 
curves, there is an exponential change with saturation. Based on 
these results, we estimate that, at the full flux dose rate (chopper 
= 19, 400 mA in the ALS), the total acceptable exposure time 
for meaningful measurements of samples containing PMMA 
with negligible damage (as measured by spectral change)  is 10 
seconds. Since it takes about 5 seconds to record an image of 
acceptable quality, if full flux is used it is only possible to 
record a few images before the PMMA in a PMMA-containing 
sample is irreversibly modified. We note that a recent study of 
radiation damage in various polymers by STXM [4] indicates 
that PMMA is about average in terms of radiation sensitivity.  
 Chemical imaging with PEEM requires images at a 
number of energies.Typically 10-15 images are needed. The 
only way to get these without “frying the sample” is to “turn 
down the torch”.  We routinely do this by using the chopper to 
reduce the flux ~10-fold (see Fig. 2). This allows 10-20 images 
to be recorded prior to significant damage. Chopper values 
below 15 are not useable since the grating is inadequately 
illuminated. 2-bunch mode is also useful, but normalizing 
the rapid time variation of  flux is a challenge. 
 Fig. 4 presents results of a  low dose study of a 20:80 
(w/w) PS:PMMA film (PS = polystyrene) which has 
domain sizes on the order of 250 nm as determined by prior 
AFM measurements. This is a continuation of our earlier 
studies of phase segregation on PS:PMMA blends [1]. We 
are trying to develop a metastable system with flat, 
reasonably large domains that are pure PS and PMMA, in 
order to carry out competitive protein adsorption studies. As 
the analysis of the spectrum of the PMMA-rich regions 
shows, the as-made material still contains significant PS, as 
found earlier [1]. However, with our refined understanding 
of the damage rate of PMMA in PEEM-2, we are now very 
confident that the 285 eV signal observed in the PMMA-
rich domains is from incompletely phase segregated PS and 
NOT from the C=C bonds formed from radiation damage of 
PMMA (Fig 1). 
 
SUMMARY: Relative dose - damage relationships for 
PMMA were measured  in PEEM-2 to define an acceptable  
regime [5]. Similar calibration measurements are required prior to study of other radiation sensitive samples. 
Self-assembled monolayer and micro-contact printed systems involving fluorocarbons are particularly 
challenging due to their very small thickness (< 5nm) and extreme radiation sensitivity. An even more 
rigorous application of the methods outlined in this report is required for successful studies of such materials. 
 

1. C. Morin et al, J. Electron Spectrosc 121  (2001) 203-224 
2. G. E. Mitchell, et al. 1999 ALS Compendium (2000) 
3. C. Morin, A.P. Hitchcock, H. Ikeura-Sekiguchi, A. Doran and A. Scholl, PEEM-2 manual (2001). 
4. T. Coffey, S.G. Urquhart and H. Ade, J. Electron Spectroscopy 122  (2002) 65. 
5. C. Morin, A.P. Hitchcock, et al in preparation.   
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Fig.  4 PS and PMMA component maps, and color 
composite derived from  image sequence of as-made 
20:80 PS:PMMA blend, using low dose protocol (3s 
dwell, chopper=16, few points).  Lower right shows 
the  results of a curve fit to the spectrum of pixels in 
strong PMMA regions.   (Jun-01). 
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Fig. 3 Intensity at 288 eV and 285 eV versus 
accumulated radiation dose. The dose is time 
to equivalent deposited energy when PEEM 
is operated with full flux. The green points 
are measurements made at  reduced flux. 
Chopper: green (15), red (19). 
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INTRODUCTION 
 
A common limitation in nanostructure research is often the requirement to perform experiments on 
ensembles of nanoparticles, therefore averaging over inherent distributions with respect to particle 
size and shape, chemical composition, crystallinity and defect structure. This limitation can be 
overcome by studying the properties of a single nanostructure individually, which will allow to 
truly correlate scaling laws of material properties with changes in size. Here, we demonstrate the 
applicability  of spatially resolved Photoemission Electron Microscopy (PEEM) to measure soft 
x-ray absorption spectra at the Fe L3,2 edges of single colloidal iron oxide nanocrystals with an 
average diameter of 10 nm (~ 20,000 iron atoms). The experiment was carried out with the 
PEEM2 instrument of the ALS [1]. Details of the experiment can be found in [2,3]. 
 
EXPERIMENT 
 
Surfactant-capped nanocrystals of γ-Fe2O3 (maghemite) were prepared by a slightly modified ver-
sion of a recently published procedure using hexadecylamine as surfactant [4]. A fraction was iso-
lated by repeated size-selective precipitation using methanol as precipitating agent and the average 
particle size was determined by TEM to be 10 nm with a standard deviation of 3 nm. Very dilute 
toluene solutions of this sample were spin-coated onto silicon wafers that were freshly cleaned by 
etching with HF and washing with deionized H2O. The particle coverage of the silicon substrate 
was determined by high-resolution Scanning Electron Microscopy (SEM) at the National Center 
for Electron Microscopy, Lawrence Berkeley National Laboratory. From the relative positions of 
the particles in the SEM images (Fig 1A), a mean first nearest neighbor distance of 485 nm was 
derived. This is sufficiently larger than the spatial resolution of the PEEM microscope in this 
study. In contrast to our fist study [2,5] using graphite as substrate, we were never able to resolve 
these spots into smaller aggregates indicating that they, indeed, represent individual nanocrystals. 
Also, linescans through individual spots show FWHM in the range of 8 – 15 nm in good agreement 
with the particle size distribution of the sample as determined by TEM. 
 
The PEEM experiments were performed at the bending magnet beamline 7.3.1.1 of the ALS. The 
best lateral spatial resolution achieved by PEEM to date is about 20 nm, but it depends strongly, in 
addition to the settings of the instruments, on the topography and conductivity of the sample. In the 
studies presented here, the spatial resolution was about 150 nm. Fig. 1B shows a chemical contrast 
image which was obtained by subtracting an image taken at a pre-edge photon energy (700 eV) 
from the one taken at the iron L3 edge (707 eV). Hence, the bright spots indicate the presence of 
iron oxide nanocrystals. The varying brightness of the spots is most likely related to the rather 
broad size distribution of the iron oxide nanocrystals in the sample with an average diameter and a 
standard deviation of 10 nm and 3 nm, respectively. In Fig. 1C, the local x-ray absorption spectra 
of a location appearing bright in Fig 1B (area I) is compared to the one of a dark area (area II). As 
expected, the spectrum of the bright spot (area I) shows the signature of the Fe L3 absorption edge 



at 707 eV, whereas the dark background (area II) shows no detectable structure of the absorption 
intensity in this energy range. Due to the moderate energy resolution, the multiplet structure of the 
typical x-ray absorption spectra of Fe3+-ions at the L3-edge is not resolved. In Fig. 1D, the x-ray 
absorption spectra of several positions with varying intensities in Fig. 1B (areas III - VII) are 
compared. Clearly, even in cases with very small intensity in the contrast image in Fig. 1B the Fe 
L3 x-ray absorption edge is still discernible from the background whereas the weaker L2 edge is 
only barely recognizable. We emphasize that these spectra indeed reflect the x-ray absorption 
spectra of individual particles with diameters of (10 ± 3) nm with a small chance that some spec-
tra are due to the presence of dimers or trimers of particles (< 13%) [3]. To the best of our knowl-
edge, this represents the first time that soft x-ray absorption spectra of individual nanocrystals at 
this length scale are reported [6]. 
 
This work was supported by the Director, Office of Basic Energy, Division of Chemical Sciences 
and the Division of Materials Sciences of the U.S. Department of Energy, the Air Force Office of 
Scientific Research, and the Deutsche Forschungsgemeinschaft.  
Principal investigator: Frithjof Nolting. Email: frithjof.nolting@psi.ch. Telephone: +41 56 310 5111. 
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Figure 1: a) High-magnification SEM image of γ-Fe2O3 nanocrystals deposited onto Silicon wafer. B) PEEM 
chemical contrast image. C) Spatially resolved X-ray absorption spectrum recorded in a bright area (I) and a dark 
area(II). D) Local spectra for different bright spots in b). 
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INTRODUCTION

Over the past three years a qualitatively new design of Scanning Transmission X-ray Microscope
(STXM) has been conceived, built and commissioned at beamline 5.3.2 at the ALS. A dramatic
improvement in performance has been achieved by introducing laser interferometry to control the
positioning of microscope components with an accuracy consistent with the optical resolution of
the instrument, currently about 40 nm.  The interferometer is a great advance over previous
systems such as the old BL7.0 STXM at the ALS and the Stony Brook STXM at the NSLS. In the
latter instruments, one could image at a fixed photon energy with a spatial resolution close to the
diffraction limit of the zone plate utilized, but it was not possible to change the photon energy
while maintaining the focused X-ray spot on the same place on a sample, or to image at
successive energies over the same x-y frame. Hence, the spatial resolution was effectively
degraded for chemical analysis. Over a typical C 1s NEXAFS scan from 280 to 320 eV the focal
length changes by up to 300 µm, requiring displacement of the zone plate along the X-ray beam
by this amount while simultaneously maintaining the lateral position of the zone plate relative to
the sample with <20 nm precision. Mechanical
systems achieving the required linearity of >104 are
exceptional, and indeed, the experience at both the
ALS and NSLS microscopes has been that spatial
resolution in point spectral mode is rarely better
than 200 nm and that one needs to use software to
correct for image-to-image misalignment, with
concomitant residual resolution degradation.

EXPERIMENTAL

The solution that has been developed by a team
from several institutions, adopted for both the 5.3.2
STXM and the 7.0 upgrade with somewhat
different implementation, is to introduce a 2-d laser
interferometer which continuously monitors the
relative (x,y) position of the zone plate and the
sample (see Fig 1). In the 5.3.2 STXM the
interferometer is used as part of the feedback
control loop for the PI piezo fast scan stage which
is used to position and scan the sample when
making images. This system provides stability of

Fig. 1. View of the sample and zone plate stage
region of the 5.3.2 STXM showing the paths of
the laser beams used for 2-d interferometric
control of relative position of the sample and
the focused light.



better than 20 nm with response times up to
100 Hz (see Fig 2) and thus it not only
eliminates energy-to-energy image position
errors, but also helps to desensitize the
microscope to vibrational or other
environmental noise.

With this mechanical/optical/control
system, accompanied by advanced control
and acquisition software, as well as
excellent performance of the 5.3.2 spherical grating monochromator beamline [1], the 5.3.2
STXM is able to achieve diffraction limited spatial resolution. The images of a Au test pattern
(Fig 3) indicate a spatial resolution of better than 40 nm, which is the theoretical diffraction
limited resolution of the zone plate used. More significantly for analytical applications, the
interferometry allows the 5.3.2 microscope to retain image registry at all photon energies.  As an
example of the level of positional stability achieved with the interferometry system, Fig. 4
compares a linescan data set acquired at BL 5.3.2 in August 2001 on a polyurethane sample
containing nanoscale filler particle with a data set on a similar sample recorded over a similar
spatial and photon energy range, acquired with the old ALS beamline 7.0 STXM. In each case the
raw data - position along line versus photon energy - is plotted. Clearly the ability to determine
the NEXAFS spectra at high spatial resolution is greatly enhanced by the improved performance
of the 5.3.2 STXM.

Further work on both the beamline and the mechanical and controls system has further increased
stability and reliability of the 5.3.2 STXM [2] relative to its performance when these test
measurements were performed.
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Position with different servo-axis mode

20 nm

Position with different servo-axis mode

Fig. 2. Tests of positional stability over time of
the sample position when under interferometric
control (Tyliszczak, Feb-01)

Fig. 3. Resolution tests using 1:1 Au lines on a silicon nitride
substrate. The 40 nm pattern is fully resolved; the 30 nm
pattern is partially resolved. (Each pattern consists of
alternating lines and spaces of 30 or 40 nm). Zone plate and
test pattern prepared by Erik Anderson et al. (CXRO, LBNL)
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Fig. 4. 
the old BL7.0 STXM and the new 5.3.2 STXM using data from filler particles ( pipa) in a low-water
polyurethane sample.  The two lower  'images' plot ‘linescans spectra’ measured with each instrument. The
display shows photon energy horizontally and position vertically  - successive horizontal lines are the spectrum
at pixels nominally along the line indicated in the true OD image of the samples  displayed on the top (BL7.0:
pipa only; BL5.3.2: pipa and san). The waviness of the signal in the horizontal direction in the left hand linescan
is caused by drift of the X-ray spot on the sample due to mechanical limitations. In contrast, in the right hand
linescan, there is negligible waviness in the horizontal direction. This is because the interferometric control in
the 5.3.2 STXM provides precise zone plate - sample positioning at all photon energies. It also provides
significant dynamic compensation for vibrations. Vibrations were present in the old 7.0 STXM and degraded its
spatial resolution.
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INTRODUCTION
It is generally difficult to determine the phase diagram of polyolefin blends directly by measuring

the composition of phase separated domains. The constituent materials differ only in the amount and/or
length of sidechains and provide little spectroscopic differences and limited contrast in traditional
miroscopies [1-3]. Indirect methods to determine the phase diagram involve a large number of samples
and elaborate contrast enhancement methods. Here, we explore the utility of Near Edge X-ray
Absorption Fine Structure (NEXAFS) microscopy to determine polyolefin phase diagrams directly by
determining the composition of phases in a limited number of samples. We have used the scanning
transmission X-ray microscope (STXM) at beamline 7.0 to investigate thermally annealed blends of an
ethylene-butene copolymer (EBC with 3.7 mol % butene) and of an ethylene-octene copolymer (EOC
with 3.33 mol % octene). Despite the very similar chemical structure of these copolymers (they differ
only in the length of the side chain, i.e. ethyl versus hexyl groups) NEXAFS microscopy can be used to
a) directly visualize the morphology without staining or etching, and b) determine the composition of the
phases in such blends.

EXPERIMENTAL
0.1 % m/m solutions of EBC and EOC (experimental polymer made with single site catalyst

technology) in xylene were mixed in two different ratios (samples A1-4: 33%, samples C1-4 67%
EOC). Subsequently,  methanol was added to precipitate the polymer. The precipitate was collected by
filtering and dried. The samples were vacuum-annealed at 180°C (samples A1, C1), 160°C (samples
A2, C2),  140°C (samples A3, C3) and 120°C (samples A4, C4), respectively, quenched to -7°C and
cryo-microtomed to about 100-200 nm in thickness.

The data were acquired at beamline 7.0.1. C1s-NEXAFS reference spectra of the pure
components were derived from line-spectra (i.e. the same line scan at many photon energies). Image
sequences of up to 80 images of small areas (typically 10 µm x 10 µm) as well as small series of large
images (typically 6 images, 60 µm x 60 µm) were also recorded.

RESULTS AND DISCUSSION
The C1s-NEXAFS spectra of the two components are shown in Fig. 1. The most noticeable

difference between both spectra is found in the 287-288eV energy region. EBC shows two closely
spaced peaks (typical for linear polyethylene or polyolefins with few or short side-chains), EOC shows
only one broad signal (typical for polyolefins with many or long side-chains). These signals are
interpreted as σ*(C-H) resonances [4]. Their spectral variations primarily reflect different intermolecular
distances rather than different degrees of crystallinity. These spectra were used as reference spectra
during the “stack fit” procedure [5] to determine the component maps.

Fig. 2 shows typical optical density (OD) images of two of the samples. The domains of the two
phases can be clearly distinguished. Because EBC shows a higher absorption coefficient at 288.2eV
than EOC (see Fig. 1), regions with high EBC concentration appear bright in Fig. 2b



and 2d. At 287.1eV the opposite is the case
and EOC rich regions appear bright. As
expected from the ratio of the components in
the mixed solutions, EBC forms the matrix- or
majority-phase in sample A3 (a,b) and EOC in
sample C3 (c,d).

After the images of an images sequence
are aligned to correct for lateral shifts, the spectrum of each pixel in the stack area can be fitted by a
linear combination of the reference spectra (Roct(E) and Rbut(E)) and a constant, which is energy-
independent (constant):

OD(E, x, y) = toct(x,y)*Roct(E) + tbut(x,y)*Rbut(E) + constant(x,y)

Thereby matrices of the effective thickness of the components toct(x,y) and tbut(x,y) and of the constant
are determined and can be represented by component maps.

From these maps, regions in the matrix and in the minority phase were chosen carefully to not
include inclusions of the other phase. Averaging over all pixels of these regions yields the effective
thicknesses t. Since the sample contained only the two polymers, the composition Φoct (here the mass-
fraction of EOC) can be calculated:

Thus, two composition values, one for the matrix and one for the minority phase, are derived for each
sample. Fig. 3 shows these results for the different annealing temperatures. If we assume that the
thermodynamical equilibrium was reached during the annealing and that the quenching conserved the
composition of the melt, this diagram can be interpreted as a phase diagram. Although we presently
estimate large errors (10-15%), an upper critical solution temperature behavior and a broad two-phase
region is clearly visible.

0.0 < OD < 5.0 0.0 < OD < 5.0

0.0 < OD < 3.0 3.0 < OD < 6.0

a

c d

b

Fig. 2: Typical STXM optical density (OD) images of
samples A3 (33% ethylene-octene copolymer): a), b) and
C3 (67% ethylene-octene copolymer): c), d). Images a)
and c) are taken at 287.1eV. Here domains, which are rich
in the ethylene-octene copolymer appear bright. Images
b) and d) are taken at 288.2eV and ethylene-butene rich
domains appear bright in this case.
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In summary, we used NEXAFS-microscopy to determine the morphology and the composition of
a specific polyolefin blend. The differences in the NEXAFS spectra of short- and long-branch
copolymers provide sufficient image contrast, especially in the 287-288eV energy region, to
image the morphology without further sample preparation (staining, etching). The polymers
investigated show phase separation at all annealing temperatures. The matrix phase is always
formed by the component that had the higher concentration in the solution and in the case of the
EBC rich samples the gross sample composition is close to the solution composition. This
indicates an almost quantitative precipitation by methanol. The phase diagram can be determined
by quantitative evaluation of image sequences.
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